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Motivation

Ø Training transformers require large-scale data

Ø What about small-scale data distribution?
 - Use pre-trained models

Ø What about domains with Limited data?
 - For example – Medical data

Relative classification accuracy on three datasets 
with different sizes: (i) Oxford Flower (2K 
samples), (ii) CIFAR (50K samples), and (iii) 
ImageNet-1K (IN-1K, 1.2M samples). Self-
supervised Auxiliary Task (SSAT) consistently 
outperforms others on all three datasets with two 
backbones. On the other hand, given the same 
Self-supervised Learning (SSL) method, SSL+ 
Fine-tuning (FT) achieves a compromised 
performance than SSAT, especially on the tiny 
Oxford Flower dataset (even worse than training 
from scratch). 
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• Inflate the input batch of images with two set of Augmentations

• Two streams -> Primary + Auxiliary

• Primary stream – Performing classification of the image

• Auxiliary Stream – Reconstructing the input image from 25% of the input

• 𝑇𝑜𝑡𝑎𝑙	𝐿𝑜𝑠𝑠	 = 	𝜆𝐿𝑜𝑠𝑠𝑃𝑟𝑖𝑚𝑎𝑟𝑦	 + (1 − 𝜆)𝐿𝑜𝑠𝑠𝐴𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦

Top-1 classification accuracy (%) of different ViT variants with and without SSAT 
on CIFAR-10, CIFAR-100, Flowers102, and SVHN datasets. All models were 
trained for 100 epochs. 

Does SSAT promotes overfitting? Comparison of SSAT with SSL+FT Appropriate SSL for SSAT

Performance of SSAT based ViT on Medical and DomainNet datasets

Ablation for loss scaling factor

ViT vs. ViT+SSAT for longer 
training epochs

ViT vs. ViT+SSAT for different 
fraction of data.

State-of-the-art comparison

GradCAM visualizations

Cross training evaluation and zero-shot transfer results of DeepFake detection on 
FaceForensics++ with SSAT. 
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Experiments

Conclusion
• We presented a very simple method of using SSL to train ViTs on 

domains with Limited data

• SSAT – Jointly optimize the primary task with SSL as an auxiliary task

• Effectiveness validated on 10 image classification datasets + 2 video datasets

• If you plan to use ViTs on a small training distribution, consider using SSAT!

Manipulations

SSAT for Video DeepFake Detection

Training SSAT

SSAT improves ViT performance while reducing carbon footprints SSAT trained with outperforms on 12 Computer Vision tasks

Straightforward implementation Which SSL task?

Limited Data, Unlimited Potential: A Study on ViTs Augmented by Masked Autoencoders 
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